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1. Notation Introduction:

(1)Multivariate Data: x and y are two vectors
of length p.
e Euclidean Inner Product:

p
<X,y >= Z TiY;
=1
( symmetry . <X,y >=<Yy,X >
positivity . < X,x >> Ofor all X with < x,x>=0
< iff x =20
bilinearity . < ax—+by,z>=a<X,z2> +b<y,z>
for any real numbers a and b

\

Generalized Inner Product:

/
<X,y >=xBy

where B is positive-definite symmetric matrix
B.



e PCA and Eigenanalysis:
XNxp = (xl,...,xN)' where x; is p x 1 vector,
i1 =1,...,N. The PCA problem is to find &£,x1:

maz ¢ es—1 < €, VE> where V.= N-1X'X

<~

V¢ = p€ subject to < &, >=1.

(2)Functional Data: z(t) and y(t) are two func-
tions on [0, T1].
e Inner Product: < z,y >= fép x(t)y(t)dt



e Functional PCA:
Suppose x;,t = 1,..., N are curves, define

T
Ve(s) = /O v(s, t)E(t)dt
where v(s,t) = N1 quj\;l x;(s)x;(t) and

< £ VE>= /OTg(s) /OTv(s,t)g(t)dtds

The PCA problem is also to find &(s)
mazcg gs—1 < £, VE >e= VE = p¢, <€ >=1

2. Motivation:
The Pinch Force Data.
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Three Approaches:

(a)Incorporate the smoothing into the princi-
pal component analysis itself without smooth-
ing the raw data.

(b)Smooth raw data and conduct PCA on the
smoothed data.

(c)Combine the above two approaches.

Focus on the approach (a).



3. Estimating Smoothed Principal Com-
ponents:
e Roughness Penalty:

PEN,(¢) = ||D?%¢||?

where £ is any principal component function
and DZ2¢ is the second derivative of &.

e Regularity Conditions for S, the space of
functions ¢:

(a)¢ has continuous derivative and square-integrable
second derivative.

(b)relevant boundary conditions: periodicity of
£ and D&, and £(0) = D&(0) = 0. Additionally,



(c)¢ has square-integrable derivatives up to de-
gree four.

(d)¢ satisfies one of the following two condi-
tions: (i)(natural) D2¢ and D3¢ are zero at the
ends of the interval T. (ii)(periodic) D2¢ and
D3¢ satisfy periodic boundary conditions on T.

A function is called very smooth on T if it
satisfies either one of these two conditions.

e Alternative form of PEN,(&) if £ is a very
smooth:

PEN5(¢) = |D%¢||? =< ¢, D% >



Because, if z is any function in S and £ is very
smooth,

< D2z, D?¢ >

= [r D?x(s)D?£(s)ds

= Dz(T)D?¢(T) — Dz(0)D?£(0) — [ Da(s)D3¢(s)ds
= — [ Dx(s)D3¢(s)ds

= z(T)D3¢(T) — x(0)D3¢(0) + Jrx(s)D*E(s)ds
=<z, D% >

So, ||D%¢?||? =< &, D*¢ >.

e Penalized Sample Variance:

. <&, VE>
PCAPSV = ||£||2_|_)\><PEN2(€)
<&, VE>

= ZE(I+HADHE>




Recall Fact: If A is symmetric and B is positive-

definite symmetric, then

. . . . <§',A§'>
maximizing the rat|o<£,B£>

<— maxr < £, A > subject to < £, BE>=1
<= Solve A¢ = pB¢ subject to < ¢, B >=1

Remark: The jth generalized eigenvector §j
solves problem:

mar < &, Af > subject to < £,B¢ >= 1 and
< &,Bg >=0 for ¢ < 7.

So maximizing PCAPSV <= finding leading
solution of

Ve =p(I +AD%¢  (E1)

subject to [|£||2 = 1 and the modified form of
orthogonality is < &;,&, > +A < D?¢;, D%¢, >=
Ofork=1,...,5—1.



4. Finding the Regularized PCA in Prac-
tice:

(a) The Periodic Case:

Let {¢j}§:1 be the series of Fourier functions,
for any x;

/
zi(s) = Sh_1 cjipj(s) = c ¢(s) where
. /
Cjq =< x27¢j >, ] = 17"'7k1 C; — (Cl’ia"'7cki)1

and ¢(s) = (¢1(8), -, D (s)),

for any principal component curve &,
/ /
£(s) =y o(s) where y = (y1,...,yr) -

Let W be the covariance matrix of vectors c;
and let S;.. be the diagonal matrix with en-

1
tries (S);; = (1 + /\w;‘)—é,j = 1,...,.k where
Wwoj_1 = wp; = 2m}.



(E1) can be written as:

Wy = pS™ %y
Because: D*¢p,; = w;‘qu. Let
Cnxk = (1, nen), (@1(8), .z (s)) = Co(s)

o(s,t) = NS ai(s)zi(t) = N~1(s) C'Co(t)
= ¢(s) We(1)

VE(s) = Jo(s, €@ dt = [ ¢(s) W (t)d(1) ydt
= ¢(s) W [ ¢(1)o(t) dty = ¢(s) Wy

p(I +2DME(s) = p(p(s)'y + A(D*d(s)) v)

= pgb(s):(y -+ Aqb(s)/(wi‘yl, cee w;ﬂyk)/)
= pg(s) S~y

10



Since the equation holds for all s,

Remark: (SWS)(S~1y) = p(S~1y) if u is an

eigenvector of SWS, then y = Hg—ZH

Here is the algorithm:

(i)Compute the coefficients ¢; for the expan-
sion of each sample function x; in terms of
basis ¢.

(ii)Operate on these coefficients by the smooth-
ing operator S.

11



(iii)Carry out a standard PCA on the resulting
smoothed coefficient vectors Sc;.

(iv)Apply the smoothing operator S to the re-
sulting eigenvectors u, and renormalize so that
the resulting vectors y have unit norm.

(vi)Compute the principal component function

¢ from £(s) = y ¢(s).

12



(b)The nonperiodic case:

For any suitable basis {¢;}%_,

z;(s) = c;¢(s) and £(s) = y'¢(s). Define

N

/

W =nN"1 > cicy
1=1

Jexk = [ 09 ie. ()i =< ¢y, ) >
Kixr = [(D?¢)(D?9) i.e. (K);j =< D?¢;, D?¢; >

The penalized sample variance is written as

/
PCAPSV = __<&V& vy Wy o0k
||«S||,2-|->\||DQ€I|2 y'Jy+>\y'Ky( )
_ 4 IWIy
y'Jy+>\y'Ky(me)

Because:

13



VE(s) = [o(s, 0E@)dt = [ $(s) W () p(1) ydt
= ¢(s) W [ $()o (1) dty = ¢(s) Wy

<EVE> =[yo(s)o(s) Wlyds
=y [ ¢(s)9(s) dsWJIy = y IWJy

So the eigenequation is given by

JWJy = p(J + AK)y

Factorizating J+)K = LL' and define S = L1,
The equation is

(STWIS)(L'y) = pL'y



Algorithm:
(i)Expand the observed data x; with respect to
the basis ¢ to obtain coefficient vectors c;.

(iDSolve J~1Ld, = ¢; for each i to find the
vectors SJc; = d;.

(iii)Carry out a stand PCA on the coefficient
vectors d;.

(iv)Apply the smoothing operator S’ to the re-
sulting eigenvectors u by solving L'y = u In
each case, and renormalize so that the result-
ing vectors y have y'Jy = 1.

(vi) Transform back to find the principal com-
ponent function £ using £(s) = y'qb(s).

14



5. Choosing the Smoothing Parameter by
Cross-Validation:

Let &1, ..., &m be m functions, define the compo-
nent of x orthogonal to the subspace spanned

by &1,...,&m by
m m 1
m=x— > Y (G <&,z >¢&
i=1j=1
where G is m x m matrix and (G);; =< §;,§; >.

15



The paradigm is the following:
(i)Subtract the overall mean from the observed
data z;.

(ii)For a given smoothing parameter J, let g][.i](,\)
be the estimate of {; obtained from all the data
except x;.

(iii)Define (,,[,i](A) to be the component of x; or-
thogonal to the subspace spanned by {53[7’]()\) :
j=1,..,m}

(iv)Combine g‘?[,i](A) to obtain the cross-validation
scores

N .
CVin(N) = Y I ()12
1=1

and hence

0.9
CV(\) = Z CVin ()
m=1
In practice, we truncate the sum at m = N — 1.
16



(v)Minimize CV(A) to provide the choice of
smoothing parameter.



6. An example: The Pinch Force Data:
Choose a grid of values of A: Ag = 0O,\;, =
151 ;=1 ..,30, and attain

A= argmin;—q .. 30CV(\;) = 37
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FIGURE 7.3. The first four smoothed principal components for the pinch force
900~ data, smoothed by the method of Section 7.3. The smoothing parameter is
chosen by cross-validation.
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7. Alternative Way: Smoothing the data
rather than the PCA:

[ ]
PENRSS = ||z — g||? — A||D?%g|)?

over g in S. Expand xz and g in terms of Fourier
Series {qu}] 1T = clgb and g = d’qb

Then PENRSS = |lc —d||? + AXF_; wid?.

So d = S2¢ where S, is a dlagonal matrix

(8)j5 = (1 + A 73,

e Use same X = 37 on the same pinch force
data.

18
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FIGURE 7.5. The pinch force data curves, smoothed by a roughness penalty -
method with the same smoothing parameter as used for the smoothed PCA,
and with the baseline pressure subtracted. R
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FIGURE 7.6. The first four principal component curves of the smoothed data

9001 as shown in Figure 7.5.
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