
PCA dual problem (cont.) 
 
Thus: 

- could do SVD of  X~ ,  to compute Eigen-analysis 
 
- i.e. replace  dd ×   analysis by  nd ×  

 
- Singular Values are ±  of cov. matrix eigenvalues 

 
- (usually taken as + square-root) 

 
- Columns of U  can be used for PCA projections 

 
- since they are the eigenvectors  (i.e.  UB = ) 

 
- so PCA is both: 

� eigen-decomposition of covariance matrix 
� singular value decomposition of data matrix 



PCA dual problem (cont.) 
 
Improve to  nn×   analysis? 
 
 
Can make  U   and  V   “change places” by considering  tX~  
 
Singular Value Decomposition is: 

( ) ttttt UVSUSVX ==~  
 
Sizes are useful: 

dddnnndn ×↔×↔×=×  
 
 
Return to an eigen representation as: 
 

( ) tttttt SVVSUSVUVSXX ==~~  
 



PCA dual problem (cont.) 
 
Again for n  <  d :     
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and define       VB =* ,      to give 
 

( )tt BDBXX ***~~ =  
 
the “dual” eigen represntation 



PCA dual problem (cont.) 
 
 
Have “dual eigen problem”, where 
 

- Treat  tX~   as “data matrix” 
 
- i.e. rows of data matrix X~  are replaced by columns 

 
- Based on “dual covariance matrix”  XX t

nn
~~ˆ * =Σ ×  

 
- “inner product of data matrix” 

 
- compared to “outer product” for calculation of  t

dd XX ~~ˆ =Σ ×  
 

- for  dn < ,  have faster  nn×   eigen-calculation 
 

[go to next page] 


